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ABSTRACT: 

Data mining is known as knowledge discovery in large databases. Web mining is one of 

the applications in data mining domain. Using data mining techniques discover the patterns from 

the web. In web search different users submit the queries. Search engine returns the result. In the 

existing system, the users will not get the desired results using ranking adaptation model. In 

proposed system we use the re-ranking adaptation model approach to discover the trust 

documents. Re-ranking adaptation model framework improves the measurements in displaying 

the results from user side. We display the experimental results related to proposed system. These 

results are more useful compare the existing system. 

KEYWORDS: Web search engine, ranking adaptation model, re-ranking adaptation model 

framework. 

I.INTRODUCTION 

Data mining is the process of 

analyzing the data. After analyzing display 

the results in different patterns. Patterns are 

providing the useful information, then it 

automatically increases the revenue.  

Information retrieval is the process of 

getting information.      

 Vertical search is different when 

compare to other search engines. Vertical 

search engine display the results according 

to domain wise. These kinds of search 

engines we call as a topic wise search 

engines. Predefined domains related 

documents only it’s possible to collect. 

Count the documents related to each and 

every domain and then assign the rank. 
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 In existing system the users search 

and retrieve the results. All the results are 

aligning into one pattern that is called 

ranking adaptation model. These are not 

desired results. Now in this paper we 

propose the new approach that is called Re-

ranking adaptation model. This approach 

learns the documents related to domain wise 

and assign the rank. All ranked domains are 

not trusted again find out the preferences 

related to each and every domain.  Calculate 

the preferences related to each and every 

domain and define the trusted domains. 

These trusted domains are useful results to 

the users compare to ranking results.           

II.RELATED WORK 

 Previously broad based ranking 

model is not aligning the documents related 

to each and every domain wise. Broad based 

ranking model documents align with ranking 

feature. Present broad based ranking model 

is auxiliary ranking model. All domains are 

not quality.  

Second approach is ranking adaptation. It is 

also one of the learning approach. Learn the 

documents based on domain wise. It is very 

useful for the customers. Users are not 

satisfied with the present domain based 

results.         

III.PROBLEM STATEMENT: 

Previous Ranking Adaptation 

approach recognizes the search query related 

to ranking results information. Ranking 

results are extracting with the help of margin 

and slack rescaling process.  This approach 

gives the high efficiency and retrieves the 

more information.  Now in this paper we 

propose re ranking approach. It helps to the 

user for extraction of more accurate results 

content compare to other searching methods.  

After re-ranking approach whatever we got 

the results content itself apply the truth 

concept. Truth concept improves the 

efficiency in the large size records content 

environment. Users are possible to satisfy 

with truth concept results. All results are 

relevant.           

IV.PROPOSED SYSTEM 

 Re-ranking Model adaptation 

approach provides user interested results 

like personalized web search information. 

Here we use the re-ranking concept and trust 

results discovery concept in our proposed 

system implementation. 

These two concepts provides the following 

results content 

1. Time efficiency through information 

retrieval 

2. Display the personalized results 

information 

3. High efficiency results display with 

low cost 



INTERNATIO NAL JOURNAL O F MERGING TECHNOLOGY AND    ADVANCED RESEARCH IN COMPUTING  

                                                                                                            ISSN: 2320-1363 

  3 
                                                                        

 

4. Display relevant results that are 

interested.  

5. Display the results based on truth 

score 

4.1 Preparation of Re-ranking Model 

Adaptation   Framework:        

 Ranking adaptation results we 

consider as an input to start the 

implementation of re ranking model 

adaptation approach. This system overcomes 

the all previous mentioned problems. In 

ranking results apply the collaborative 

filtering concept. Using collaborative 

filtering learn the user preferences related to 

each and every ranking document using the 

machine learning concept. All documents 

preferences information store into 

administrator. Those preferences are 

recommendations or user interests profiling 

information. Here we consider the other 

dimension. New Dimension calculates the 

each and every document features. This 

content we present in the form of weight. 

Combine the user preferences dimension 

and weight dimension. Multidimensional 

results based reputation score we calculate 

here. Consider the reputation score and 

calculate the trust score related to each and 

every document. This is not efficient 

approach. Again identify the comments 

related to each and every document. 

Consider the comments and possible to 

eliminate the irrelevant documents 

information. Finally we provide the trusted 

results.        

 

Fig1: Collaborative Filtering 

4.2 Architecture Diagram: 

 

Fig 4.2.  Extraction of retrieved relevant 

documents information 
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Implementation Steps: Re-ranking model 

adaptation framework: 

1. Creation of ranking adaptation model 

2. Apply collaborative filtering  

3. Calculate the recommendations 

4. Multidimensional scores 

5. Discover trusted results 

Creation of Ranking Adaptation Model:  

 Different users submit the query and 

provide the relevant document files to 

customers. Learning the same domain 

features and creates the cluster. Those 

domains are auxiliary. Auxiliary domains 

contain fewer features. Identify missing 

features in auxiliary domains. In previous 

documents add the missing features generate 

the quality domains. The above complete 

procedure we call as a ranking adaptation 

model. 

Apply Collaborative Filtering:        

 Assign the rank for each and every 

target domain. Different users chose the 

different ranking documents. Different 

user’s selection documents information we 

collect and create like as logs information 

(user preferences). Identify the internal 

document features related to each and every 

document. Consideration of features related 

to each and every document and again 

assigns the rank. Combine the two rankings 

those are called user preferences based 

ranking and features based ranking 

Calculate the recommendations :       

After display the two types of features 

calculate the recommendations related to 

each and every document. 

Multidimensional scores:    

Define the recommendations related to 

user’s preferences and features based 

features information.  

Discover trusted results:  

Consider the scores allocate the 

trusted values in our implementation 

process. Those trusted results we send to 

users or customers. Trusted documents are 

high quality documents information. Users 

are satisfied with quality documents 

information.  

 V.RESULTS AND DISCUSSION 

 Experiments performed over the 

datasets crawled from the search engine. We 

got the results from re ranking adaptation 

model. Those all results information we 

align into a graph or charts. In this graph we 

display the trusted results information. Here 

we show the accuracy levels content.  
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In graph different websites of truth 

results are displayed here in our 

implementation. In x-axis located websites 

names, y-axis contains truth accuracy 

information. In graph netbeans.org show the 

highest truth and trusted results information. 

VI.CONCLUSION AND FUTURE 

ENHANCEMENT  

 Previous ranking adaptation 

approach does not provide the trusted 

results. Users are not satisfied with current 

results. Now in this paper we propose the Re 

ranking adaptation approach. The proposed 

system provides the high efficiency to 

retrieve the more information based on the 

user preferences. Compare to previous 

approach we got the accurate results in 

proposed approach.  
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